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Abstract
In this work, we design SnapBPF, an eBPF-based snapshot
prefetching mechanism, targeting VM-sandboxed serverless
functions, which enables the efficient capture and prefetch-
ing of function working sets in kernel-space. SnapBPF dedu-
plicates function working sets in memory and obviates the
need for separately serializing them on disk. We comple-
ment SnapBPF with a lightweight paravirtualized interface
to efficiently handle VM-sandbox memory allocations with-
out requiring any snapshot pre-processing. Our evaluation
shows that SnapBPF is able to match and improve state-of-
the-art performance with regard to i) function invocation
latency and ii) memory usage for concurrent function invo-
cations, without separately serializing working sets on disk
or requiring any preemptive snapshot scanning.

CCS Concepts
• Computer systems organization→ Cloud computing;
• Software and its engineering → Virtual machines;
Memory management.
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1 Introduction
In Function-as-a-Service (FaaS) [1–6], the dominant server-
less computing paradigm, users upload their code as a func-
tion, which the FaaS providers then sandbox, deploy and
scale on their infrastructure. One of the dominant overheads
of FaaS stems from cold starts [7, 8], i.e., when new function
sandboxes need to be spawned to handle incoming requests.
As FaaS providers typically resort to virtualization (VM)-
based sandboxes for stronger tenant isolation guarantees [9],
this exacerbates the cold-start overhead.

To alleviate this overhead, function snapshotting has been
proposed by academia [10, 11] and adopted by the indus-
try [12, 13]. For VM-sandboxed functions, the snapshotted
function memory, i.e., the memory of the VM sandbox after
the function has been initialized and pre-warmed [14, 15],
is serialized to storage as a file. This snapshot file is then
memory-mapped to act as the memory of newly-spawned
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pre-warmed VM sandboxes, which will serve incoming func-
tion invocations.

While function snapshotting obviates the need for booting
a fresh VM for each cold function invocation, it still suffers
from the latency of faulting-in the snapshotted memory from
storage. Previous works [11, 16, 17] have proposed capturing
and prefetching the function working set from the snapshot
file in userspace to minimize this overhead. However, as
shown in Table 1, these approaches have limitations. All
of them require separately serializing the working set on
disk. Moreover, approaches that use the userfaultfd mech-
anism [18] are unable to deduplicate the function working
sets in memory.

To that end, we design SnapBPF, a kernel-space approach,
which leverages eBPF [19] to enable the efficient capture
and prefetching of function working sets into the OS page
cache. Our key insight is that modern SSDs relax the need for
sequential I/O. This allows us to skip the serialization of the
function working set to storage as a separate file. We instead
employ eBPF to hook the readahead mechanism of the OS
page cache to asynchronously fetch the working set chunks
of the snapshot from storage. In this way and in contrast to
state-of-the-art, SnapBPF deduplicates function footprints in
memory via the OS page cache, without redundant userspace
copies, and also obviates the need for serializing function
working sets to separate files on disk.

SnapBPF also employs a lightweight paravirtualized in-
terface to efficiently handle memory allocations for the VM
sandbox. The VM kernel marks memory allocations via their
page table entries. When the host handles the nested faults
for these page table entries, it serves them with anonymous
memory allocations instead of unnecessarily fetching the
page from the snapshot. Prior art tackles the problem by pre-
scanning the snapshot, based on either page contents (zero
pages) [17] or the VM kernel allocator metadata [16], in order
to detect and filter such pages. By contrast, SnapBPF requires
no snapshot preparation or scanning.

We implement and evaluate SnapBPF on Linux using the
firecracker virtual machine monitor (VMM) [9]. Our eval-
uation shows that SnapBPF matches and improves upon
state-of-the-art prefetching approaches. It has comparable
latency to state-of–the-art and deduplicates function work-
ing sets in memory, thus keeping memory usage bounded
for concurrent invocations. SnapBPF achieves this without
having to rely on separately serialized working sets on disk
and without doing any preemptive snapshot scanning or
pre-processing.

In summary, the contributions of this paper are:

• the analysis of existing snapshot prefetching approaches
and their shortcomings (Section 2),

• the design and implementation of SnapBPF, an eBPF-
based kernel-space snapshot prefetching mechanism,
which addresses the afore-mentioned shortcomings
(Section 3),

• the evaluation of SnapBPF versus the state-of-the-art
prefetching approaches (Section 4).

2 Motivation
2.1 Existing Prefetching Approaches
Existing snapshot prefetching approaches can be broadly
classified into two categories based on the mechanism they
employ to capture and prefetch the function working set.
Regardless of the mechanism used, the capture and loading
of the working set is essentially implemented in userspace.
Table 1 summarizes their design choices and limitations.
Userfaultfd. REAP [11] and Faast [16] use Linux userspace
page fault handling (userfaultfd) [18]. When spawning a new
VM sandbox, they register a userspace page fault handler,
which gets triggered on VM memory page faults. When
handling such a fault, the OS allocates anonymous memory
to serve the fault and then hands over the fault to userspace.
The userspace fault handler subsequently fetches the faulting
page from the snapshot, stored on disk, and copies (installs)
its contents to the page allocated by the OS.
Both techniques that use userspace faults first identify

the function’s working set, and then serialize it to stor-
age (record phase). For subsequent VM sandbox creations
(invocation phase), they both prefetch the function work-
ing set from storage and preemptively install it in the VMM
via userfaultfd. Both REAP and Faast use direct IO when
fetching the snapshot from storage, to bypass the page cache
and avoid the overhead of intermediate memory copies. As
they both rely on userfaultfd, they fail to deduplicate the func-
tion working set across different VM sandboxes, as shown
in the evaluation section (Section 4, Figure 3c). The reason
for this is that userfaultfd uses anonymous memory which
is not shared between VM sandboxes of the same function,
making it impossible to deduplicate the working set across
different sandboxes in memory.
mincore / mmap. FaaSnap [17] on the other hand relies
on the mincore() and mmap() system calls and the OS page
cache for both capturing and prefetching the function’s work-
ing set. The mincore system call returns a byte array which
indicates whether each corresponding page of the calling pro-
cess’s virtual memory is resident in RAM [20]. FaaSnap uses
the mincore system call to identify which snapshot pages
have been fetched from storage into the OS page cache. Simi-
larly to REAP and Faast, it serializes these pages to a separate
working set file. In the invocation phase, FaaSnap memory-
maps the working set file on top of the snapshot file. Instead
of using userfaultfd, it relies on OS page cache prefetching
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Mechanism On-disk WS
serialization

In-memory WS
deduplication

Stateless VM
Allocation Filtering

REAP [11] / Faast [16] Userfaultfd
(User-space) Yes ✗ ✗

FaaSnap [17] mincore / mmap
(User-space) Yes ✓ ✗

SnapBPF eBPF
(Kernel-space) No ✓ ✓

Table 1: Comparison of snapshot prefetching techniques.

(readahead), using a userspace thread to issue buffered reads
to fetch the working set to memory. This enables FaaSnap to
deduplicate the working set across different VM sandboxes
via the OS page cache. While this allows in-memory dedu-
plication of the working set between different sandboxes,
FaaSnap has to mmap each working set region separately.
To reduce the number of mmap’ed regions, FaaSnap coa-
lesces working-set regions with few non-working set pages
between them into larger regions. While this reduces the
mmap’ed regions to a manageable number, it also inflates the
working set file, which can affect performance by amplifying
IO, which we verify by instrumenting the kernel using eBPF.

2.2 VM-sandbox memory allocations
Due to the semantic gap between the VM and the host mem-
ory allocator, not all pages that will be used during the in-
vocation of the function are captured by the working set.
For ephemeral memory allocations inside the VM sandbox,
i.e., for memory that is allocated during the invocation and
freed afterwards, the working set pages will differ between
invocations. As prior art points out [16, 17], fetching these
pages from snapshot is unnecessary. The host kernel can
instead provide the VMM with anonymous memory.
Faast and FaaSnap both tackle this issue by resorting

to scanning and pre-processing the snapshot file. FaaSnap
patches the VM kernel to zero pages when they are freed. It
then scans the snapshot file for zero pages and maps those
zero regions of the snapshot file to anonymous memory.
Faast relies on the allocator metadata of the VM kernel to
identify pages that are not actively used in the snapshot and
routes faults for these pages to anonymous memory.

Regardless of the mechanism employed by each approach,
both rely on preemptive snapshot scanning and pre-processing
to optimize the handling of VM memory allocations.

3 SnapBPF
In this section, we present the design and implementation
of SnapBPF. We first describe the kernel-space eBPF-based

capture and prefetch mechanism and then continue with the
paravirtualized PTE marking interface.

3.1 eBPF Capture and Prefetch
SnapBPF uses eBPF [19] to hook the readahead mechanism
of the OS page cache and both capture and prefetch the
function working set in kernel-space.
Capturing the working set. To capture the function’s work-
ing set, we use kprobes [21] to hook the Linux kernel path
that adds pages to the OS page cache. Specifically, we hook
the function add_to_page_cache_lru(). kprobes allow for
users to dynamically create hooks associated with kernel
functions, where user-provided eBPF programs can be at-
tached to. eBPF programs attached to such hooks are trig-
gered whenever the associated function is executed, and
are provided with an execution context, e.g., for function
kprobes, the associated function arguments. For SnapBPF,
the function arguments passed to the SnapBPF eBPF pro-
gram include the file offset of the page that is about to be
added to the page cache. In this way, once we attach the
SnapBPF eBPF program to this hook, we are able to track the
file offsets of the pages that are fetched into the page cache
from the function snapshot.

The capture phase is then as follows. We spawn a new VM
sandbox using the function snapshot. Before actually booting
the VM sandbox, the VMM creates the kprobe, as described
above, and attaches to it the SnapBPF eBPF capture program.
Finally, it invokes the function to capture its working set. The
SnapBPF eBPF capture program will be triggered for every
page that is added to the system’s page cache. Consequently,
it has to filter out any pages that do not belong to the function
snapshot file, i.e. the pages that are not fetched by the VMM.
SnapBPF stores the filtered page offsets, which comprise the
working set, in an eBPF map [22]. Additionally, Linux by
default uses readahead to prefetch pages from disk and hide
storage latency. Hence, we disable readahead in order to only
fetch and capture the working set pages in this phase. Once
the function invocation finishes, the VMM reads the offsets
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from the eBPF map and stores them to disk. Note, that we
only store the page offsets and not the pages themselves, as
prior art does.

microVM

Snap

mmap

Host/KVM
Page Cache

Offsets

eBPF map

Fetch Pages

1

3

snapbpf_prefetch2

Grp1: (n, n + N)
Grp2: (m, m + M)
…

Figure 1: SnapBPF Prefetching. Note that SnapBPF cap-
tures the offsets of the working set pages, not the pages
themselves. SnapBPF will fetch the pages directly from
the snapshot file.

Loading the working set. Once the file offsets for the pages
comprising the working set have been captured, we first
group them into contiguous ranges of offsets and sort them
based on the earliest access time of any of the pages in each
group. We trigger the prefetching of the pages based on this
sorted group order, ensuring that read requests for the pages
needed the earliest are issued first.
Figure 1 shows the steps that load the working set from

a function snapshot. When a new VM sandbox is spawned
from the function snapshot, in order to handle an incoming
function invocation, the VMM first reads the grouped file
offsets of the function working set from disk and loads them
into the kernel via an eBPF map 1 . It then attaches the
SnapBPF prefetch eBPF program to the same kprobe used
earlier, and triggers the prefetching by accessing the first
page of the snapshot 2 . The SnapBPF prefetch eBPF program
will then read the grouped offsets from the eBPFmap andwill
start issuing consecutive read requests for each contiguous
range of offsets from the snapshot file, in the afore-mentioned
sorted order, to fetch them into the OS page cache 3 .
As the Linux kernel sandboxes eBPF programs, which

prevents them from, for example, issuing block requests
to storage or manipulating the OS page cache, we imple-
ment an eBPF helper function, more specifically a kfunc [23]
(snapbpf_prefetch()) 2 , which wraps around the Linux
page cache readahead routine that prefetches pages from
storage (page_cache_ra_unbounded()). Once it issues the
read request for the last group of offsets, the eBPF program
will disable itself.

By issuing read requests directly to the snapshot file, Snap-
BPF obviates the need to separately serialize the working set

to disk and instead only uses metadata to drive the prefetch-
ing. As we show in Section 4, this does not penalize perfor-
mance, as, in contrast to spindle HDDs, modern SSDs don’t
have the same limitations with regard to high-IOPS, non-
sequential I/O. Nonetheless, we do minimize the number
for block requests the kernel issues to storage by grouping
the pages into contiguous ranges, to reduce SW overhead.
Finally, since the pages are loaded directly into the page
cache, they are shared between multiple concurrent VM
sandboxes for the same function, minimizing memory us-
age. Since SnapBPF employs eBPF and essentially works in
kernel-space, there is no need for redundant userspace copies
of data from the page cache, which eliminates most of the
page cache overhead, that forces prior art, such as REAP and
Faast, to opt for direct IO instead.

3.2 PV PTE Marking
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H
os

t K
VM

Function

Buddy Allocator PUD
PMD

PGD

PTE

Guest PFNs Mirrored PFNs

User-space

G
ue

st
 O

S

Snap

Page Tables

PMD
PTE

Extended Page Tables
Buddy Allocator

Pages

Anonymous memory Page Cache
PGD

PUD

1

mmap

I/O

SSD

Page Fault

2
3

4 VM exit

5

6

6
6

Figure 2: PV interface for VM memory allocations to
avoid unnecessary IO.

When booting a VM sandbox from a snapshot file, the
allocation of new pages by the VM guest OS memory man-
ager will end up fetching pages from the on-disk snapshot,
which will eventually be zeroed or overwritten. As men-
tioned in Section 2, prior art addresses this issue by preemp-
tively scanning the snapshot, based on either page contents
(FaaSnap [17]) or allocator metadata (Faast [16]). We instead
adopt a different approach, that works online, without re-
lying on snapshot scanning or pre-processing. We devise a
lightweight paravirtualized (PV) PTE marking mechanism.

Figure 2 shows an overview of our proposed mechanism.
We modify the VM (guest) kernel, so that when it attempts
to allocate guest memory 1 2 , it marks it in a way that
the host (VMM) can detect it and use anonymous memory
instead of fetching data from the snapshot file to back it
up. Specifically, when the VM kernel attempts to map this
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freshly-allocated memory in its page tables, instead of using
the actual guest page frame number (gPFN) of the page, we
set the most significant bit (MSB) of the PFN, effectively
mirror-mapping this page to a higher PFN space 3 .

The host kernel, specifically the Linux Kernel Virtual Mon-
itor (KVM), when handling nested page faults for the VM 4 ,
will be able to detect faults for such mirrored PFNs. In that
case, it will use anonymous memory to serve the page fault,
instead of fetching pages from the on-disk snapshot 5 . It
will then map this anonymous page to both the mirrored
and the original gPFN, in the VM’s nested page tables, so
that when the VM subsequently reuses this memory, it also
points to the anonymous page allocated by the host 6 .
In this way, SnapBPF is able to handle the memory al-

locations of the VM sandbox without redundant I/O from
the snapshot file or scanning the snapshot for pages that
should be filtered or skipped before-hand. We also note that
while we implement our PV PTE marking mechanism for
Linux and KVM the design is essentially hypervisor and OS
agnostic.

4 Evaluation
We evaluate SnapBPF and compare it with existing state-of-
the-art prefetching approaches, namely REAP and FaaSnap.
Methodology. We implement SnapBPF on Linux v6.3 and
the firecracker VMM v1.11 [9]. We use functions representa-
tive of common FaaS workloads from the FunctionBench [24]
suite, as well as three real-worldworkloads from FaaSMem [25]
(html_serving, graph_bfs, bert). We instrument firecracker
to track the end-to-end latency for function invocations. We
experiment with a single function instance as well as with
10 concurrent function instances, invoking them with identi-
cal inputs, to showcase the benefit of the deduplication and
snapshot pages sharing enabled by SnapBPF . We consider
evaluating the effect of varying function inputs on SnapBPF’s
memory deduplication for future work.

For the SnapBPF evaluation (Figure 3), we enable both the
eBPF prefetching and the PV PTE marking mechanisms. We
then provide a breakdown of the effect of each mechanism in
Figure 4. For the Linux readahead baseline, we set the reada-
head window to the default Linux kernel value of 128KiB,
i.e., 32 4KiB pages.
Hardware Setup. We evaluate SnapBPF on a 2-socket AMD
EPYC 7402 CPU [26], with 24 hyperthreaded cores per socket.
Each socket has access to 128GiB of DDR4 memory. We use
a 480GiB Micro 5300 TLC NAND flash SATA SSD [27] to
store the function memory snapshots for all methods and the
function working sets for FaaSnap and Faast. To minimize
noise, we pin the VMM threads on specific cores of the first
socket. We also disable hyperthreading and set the CPU core
frequency to 2.5GHz.

Latency. In Figure 3a, we show the end-to-end latency of
REAP, FaaSnap and SnapBPF, when executing a single func-
tion instance. SnapBPF outperforms REAP, as it doesn’t have
to copy pages from userspace to kernel-space via userfaultfd.
It also matches and in some cases outperforms FaaSnap in
terms of E2E function invocation latency, by avoiding the
redundant copying of the working set to userspace in the
prefetching phase, and by maintaining leaner working sets,
similar to REAP.
The shortcomings of userfaultfd-based approaches are

more pronounced when executing 10 concurrent instances
of the same function, where deduplication and sharing of
snapshot pages comes into play. Figure 3b shows the E2E
latency for this scenario. We compare SnapBPF with vanilla
firecracker (no snapshot page prefetching) with Linux reada-
head both disabled (Linux-NoRA) and enabled (Linux-RA), as
well as with REAP. SnapBPF outperforms vanilla firecracker
as it efficiently prefetches the offsets representing the invo-
cation working set. Moreover it outperforms REAP because
it enables deduplication of the snapshot pages and sharing
them among all 10 function instances. Notably, for functions
with large working sets, such as Bert, SnapBPF is able to
achieve 8x lower E2E latency than REAP.
Memory. Figure 3c shows the system-wide memory usage
when running 10 concurrent VM sandboxes of the same func-
tion. Userfaultfd-based approaches are unable to deduplicate
the working set between different sandboxes, leading to in-
creased memory usage with concurrent function invocations.
In this scenario, SnapBPF reduces memory usage by up to 6x
for functions with large working set, such as BFS and Bert.
During the experiment, we observed that Linux KVM

would some times result in excessive Copy-on-Write allo-
cations, when handling nested page faults, which would
diminish the deduplication benefits. We found out that this
was due to the fact that KVM would under certain circum-
stances forcibly handle read nested page faults as write. This
in turn forced the host kernel to CoW the page cache pages
to anonymous memory. Consequently, we patched KVM to
only opportunistically write-map read nested page faults,
i.e., doing it only for faulted-in and already writable pages.
Breakdown Analysis. Figure 4 breaks down the effect of
our eBPF prefetching and PV PTE marking mechanisms, in
terms of function execution latency, when using firecracker
to restore and invoke functions from a snapshot. We use the
default Linux readahead behavior (Linux-RA) as the baseline
and show the speedup achievable when using i) only the PV
PTE marking mechanism (pink bar) and ii) PV PTE marking
combined with eBPF prefetching (red bar).

Functions that during their invocation allocate large amou-
nts of memory, see significant improvements from our PV
PTE marking mechanism, as it is able to redirect the nested
page faults for such allocations to anonymous memory and
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(a) E2E function latency for
a single function instance.

(b) E2E function latency for 10
concurrent function instances.

(c) Memory consumption for 10
concurrent function instances.

Figure 3: SnapBPF matches and outperforms user-space solutions without requiring separate working set files.

Figure 4: Breakdown analysis of the PV PTE marking
and eBPF prefetching SnapBPF mechanisms.

eliminate the unnecessary fetching of pages from the snap-
shot file. The E2E latency for the image processing function
(Image), for example, is improved by more than 2x. Note that
SnapBPF is able to achieve this without having to keep track
of and scan for stale or unused pages in the snapshot as prior
art does. On the other hand, functions that rely on initialized
state, e.g., models, like RNN and Bert, benefit only minimally,
if at all, from the optimization of anonymous memory al-
locations. For these functions, the optimized working set
prefetching is the dominant factor.
SnapBPF Overheads. We measure the latency of loading
the offsets into the kernel, via the eBPF map, to be less than
1% of E2E latency on average (∼1-2ms). We consider a com-
prehensive analysis of the computational and memory costs
of SnapBPF for future work.

5 Related Work
eBPF. Similarly to SnapBPF, other works [28–30] have pro-
posed using eBPF to make the OS page cache programmable,

albeit targeting different use cases. eBPF has also been ex-
plored for filesystems [31], storage functions [32], and ex-
tending the OS memory manager [33].
Page Cache. Previous research has also focused on optimiz-
ing page cache performance and prefetching [34–37], albeit
without targeting userspace extensibility and programmabil-
ity or the FaaS use case.
FaaS Snapshotting. Optimizing function snapshotting has
also been studied outside the context of working set prefetch-
ing, taking advantage of HW acceleration to improve per-
formance with snapshot compression [38, 39] or evaluating
the performance of FaaS snapshotting on storage devices
with different performance profiles [40]. For container-based
sandboxing, disaggregated memory has also been explored
to optimize FaaS snapshotting [41–43].

6 Conclusion
SnapBPF employs eBPF to enable the efficient and program-
mable snapshot prefetching for VM-sandboxed serverless
functions in kernel-space. SnapBPF is able to match and even
outperform state-of-the-art approaches, without requiring
separately serializing and storing the function working sets.
It is able to deduplicate function working sets in memory
via the OS page cache, without redundant userspace copies,
while also enabling the online filtering of VM-sandbox mem-
ory allocations via a lightweight paravirtualized PTE mark-
ing mechanism.
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